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Abstract

The arrangement of equipment and other subtle details within an operating room can

create unnecessary hazards for the doctors, nurses, and patients during an operation. Here we

sought to discover and understand to what degree could VR facilitate learning, both individually

and as a group. To this end I worked on a VR application that can allow one to explore a virtual

operating room, see potential hazards, and mark hazards for both themselves and others. Once

completed, the application can be used to train doctors and nurses to recognize hazards within

their own operating room and take steps to avoid them, both in preparing the room and during an

operation. We scanned a real operating room and made it interactable in an Oculus Quest VR

headset. We focused on developing the system iteratively, judging it feature by feature and

gaining a better sense of what we wanted along the way. Through this process we learned that we

wanted the user to be able to define areas as hazardous which could enclose the specific

offending item(s). Furthermore, these markings must portray a certain amount of information at a

glance, and ideally more when the user is curious about any marking in particular. Developing

these features also informs our vision of how the users will use the application both individually

and how to use it as a catalyst for group discussions.

List of Figures

1. Figure 1. A room scan obtained from Canvas and placed into Unity. (pg 8)

2. Figure 2. Hazard objects with description text and a laser pointer coming from the right

controller. (pg 10)
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3. Figure 3. Grabbing a hazard. (pg 10)

4. Figure 4: An early version of the hazard type and severity selection table. The sphere is

currently colored yellow for the lowest severity level. (pg 13)

5. Figure 5: The iteration where the hazard zone icon representing the hazard type and

severity level are tiled across the sphere's surface. These spheres suffered from being hard

to distinguish from one another when bunched up. (pg 14)

6. Figure 6: The latest iteration for the hazard zone spheres. The placement of the single

icon for each sphere makes them easier to distinguish from one another. (pg 15)

7. Figure 7. The demo operating room with some other 3D models placed in as hazards. (pg

16)

8. Figure 8. The user is creating a hazard sphere in the area of the cart and the patient. There

is also another hazard to the left in the back of the room with the red symbol. (pg 17)

9. Figure 9. An example of a hazard zone created by another user that has an explanation as

to why they marked the object as a hazard. (pg 18)

10. Figure 10. An example of a hazard from another user that doesn’t have a description. The

current user didn’t think to mark this, so they may wonder why someone else did. This

can become a discussion topic. (pg 19)

1. Introduction

In medical operating rooms, simple placement of items around the room can create

unnecessary hazards. For instance, a defibrillator can be rolled in but then blocked off by an IV

stand. During an operation, if this defibrillator is needed, the IV stand needs to be moved while
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still connected to the patient. At best, this wastes a few seconds trying to get the defibrillator, and

at worst the IV is disconnected from the patient which can cause other problems during an

operation. In addition to access being blocked by equipment, hazards include difficulty accessing

the patient based on positioning and low light levels making it hard to read labels [1].

While safety experts can come in and identify such safety hazards, this doesn’t solve the

root problem. The doctors, nurses, etc who work in the operating room should be trained to

identify safety hazards themselves and take steps to avoid them. To this end, I worked on a VR

system that would allow surgical staff to tour their operating room with different hazards in

place. In this training application, they can see information as to what is hazardous and why.

First we (i.e. Prof. Keefe, Dr. Jackson, and I) needed to determine what the requirements

and features for the application should be. This meant iteratively building up a prototype to test

different features and different variations on individual features. Through this we gained a better

understanding of what was feasible and refined the requirements to fit not only what we could do

but what would be the most effective. This started with getting a scan of an operating room to

serve as our 3D VR environment. Then I worked on getting text to display floating in the air to

be used as annotations for hazards. Pivoting I tried developing a system to easily place hazard

objects in the room which have annotations and could be manipulated within VR. Pivoting again,

I implemented a system to create zones to represent hazards. These zones have different colors

and symbols associated with them to provide some description of the hazard. I also have the

ability to save these zones and load them back in.
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2. Background

Related AR work includes research into AR as an educational tool. AR promotes

learning; however technical problems and reduced usability hampers AR’s success in this regard

[2]. Another paper, comparing traditional 2D interfaces for teaching and the MaxWhere 3D VR

platform, found that teacher’s require more familiarity with technology for the VR/AR platform.

In return though, students and teachers are able to complete tasks in more ways and require

37-64% less user operations and upwards of 72% less machine operations [5].

Based on a study in 2019, in the medical field AR technology is being used more for

treatment than training. Displays are already widely used in operating rooms; this means

integrating AR into the workflow is relatively easy as it is simply a different display. On the

training side, surgery simulations were a common use for AR. A hindrance to AR’s effectiveness

in training may be the bulkiness of the headsets because there were relatively few AR cases

involving collaboration [3]. Another study on VR and AR in medical education found that these

technologies are capable of reducing the effects of unskilled operation and decreasing costs for

medical training. Main problems include technical difficulties and the integration of this

technology with the nursing and health care information system [4].

AR has also been used by NASA to train astronauts in an extreme underwater

environment. In the study, the astronauts had to complete a complex series of tasks that took

place across four different locations. In the end the astronauts reported that the AR proved

helpful in completing their tasks in which they were given notes similar to what we hope to
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achieve. The astronauts also said the AR helped with finding where to go, but paper instructions

are more easily navigable due to the ability to jump to a certain section [6].

Looking at all of this previous work, AR and VR has been used in educational training,

assisted in medical procedures, and used for some medical training. However the medical

training has been more for procedures such as surgeries. There is no training experience focused

on searching for and removing the small and common hazards that can be found in operating

rooms. Therefore, I sought to fill that void and create a method of increasing the safety of the

medical workspace by building my application. Furthermore, while this particular application

focuses on the medical field, the topic of hazards can be extended to other fields. There are many

jobs, including medical staff and astronauts, that have safety hazards that workers need to be

wary of. More than that though, the method of learning itself is potentially very useful, especially

with the current online setting.

3. Iterative Design Methodology and Lessons Learned

At the beginning of this project, the idea was simply creating an AR/VR application to

help people learn about safety in the space where it matters. The main question was then to what

degree does such an application improve learning, facilitate group discussion and learning, and

how to run such an application given how headsets are necessary and meeting in person is harder

with the Covid-19 pandemic. At the time we had only a high level set of requirements and no

clear plan as to how to implement them. However, throughout the process of building this

application we gained a great deal of knowledge to help us move forward. We started by working

out what requirements we could before diving into making a prototype application. First, since
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the Covid-19 pandemic makes it harder to have in-person group meetings, AR would be harder

to test. VR meanwhile presented a possibility of remote training; therefore I rented an Oculus

Quest VR headset to develop the application. Furthermore, we wanted the user to walk around a

3D operating room and identify objects as hazards. This involved somehow selecting objects that

would then be highlighted and have a text annotation floating next to it if that object was a

hazard. The application should also be able to allow users to learn as a group and create a better

shared mental model of safety hazards and the ways to avoid them.

3.1: Iteration 1 - The Virtual Room

With some basic decisions made I started working on the prototype application. I made

changes to the prototype iteratively and got feedback from Prof. Keefe and Dr. Jackson via

emails and/or meetings on a weekly basis. Thus I was able to benefit from both Prof. Keefe’s

technical expertise and Dr. Jackson’s knowledge of the medical field and clinical team

coordination. Since we decided on VR, the first major goal was to create a virtual operating room

that a user could traverse. We began by using the Canvas software by Occipital to scan a room

and generate a 3D model of it. I then used Unity Technologies’ Unity Engine to make this room

interactable via the Quest. Once the room was successfully loaded onto the Quest, I worked on

basic player movement and representation of the player’s controllers.

However, while in the process of creating rooms to be used for training, we found there

was a problem with the scan quality. Figure 1 below shows an example of one of the scans we

obtained. We see that some parts are blurry or otherwise don’t look as realistic. The blurring

appears to be from moving the camera past the room a little too quickly. Then there are also
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holes in the room scan. As it turns out, it is hard to get the entire room in one scan without

leaving parts out and thus creating holes.

Figure 1. A room scan obtained from Canvas and placed into Unity.

To help combat these problems, we tried getting multiple scans of the room to get the

parts behind the machines and objects in the room. However, even after I stitched together the

latest 3 scans using the Blender 3D modeling software, there were still some holes. Furthermore

we found it difficult to move the camera at a speed when scanning that prevents blurring. Overall

the room scan can be rather distracting. Therefore, we would either need to find a different

method of getting a 3D model of a operating room, or we would have to devise a way to scan the

entire room slowly enough to prevent blurring and thoroughly enough to prevent holes.
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3.2: Iteration 2 - Hazard Setup App

While we were able to patch a few scans together to cover some of the holes, the room

quality was still distracting. Therefore we decided to explore an alternative option for the VR

application; using it to inform an AR application. The idea was to have a user put on the Quest

and use that to move around the virtual operating room with the hazards in there. Then the user

could use the Quest’s controllers to move the hazards around the room, resize them, and rotate

them. Then we could save some hazard data, such as the position and rotation, to a JSON file

which the AR application would use to place the appropriate hazards in the same manner.

I thus created a hazard prefab object in Unity that is easily replicable. It is also rather easy

to give each individual hazard a unique model and text annotation floating next to it while still

allowing all the hazards to share certain functionality. There is a laser pointer on the right

controller, as depicted in the below Figure 2, to help show what the user is pointing at and would

therefore select at any given time. While this laser is pointed at a hazard, the user can hit a button

to toggle the visibility of the hazard description that appears in the air next to the hazard. One

can grab hazard objects, pulling them to the player’s hand as seen in Figure 3 below. Then the

user could have it offset from the hand to place it in distant and/or hard to reach places.

Furthermore the player can rotate the held hazard and change its size to better fit the room setup

they envisioned. Finally I created the system to save the position, size, and scale of these hazards

in a JSON format.
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Figure 2. Hazard objects with description text and a laser pointer coming from the right

controller.

Figure 3. Grabbing a hazard.
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As we worked with these interactable hazard objects, another concern started to come to

light. We learned that while it’s still good to have annotations accompanying the objects in the

room, we also don’t want them appearing all at the same time. If there were many hazards

clumped together each with their own description, then it could prove to be too difficult to read

some of the text. We realized that really a user would only want to see the information for one or

two hazards at any given time. Therefore in the next iteration we selectively hide and unhide the

text to only show what is relevant at the time.

3.3: Iteration 3 - Hazard Zones

Reviewing this hazard setup application, we decided that it would be better to develop the

application following a new idea. Instead of having the user place hazards or try to select hazard

objects that would then reveal themselves like our original idea, we decided to focus on marking

areas. More specifically a user could create a spherical zone which could encompass what the

user believed to be a hazard. Another requirement was to have the application able to save these

zones and redisplay them in future sessions of the application. Thus one user could see what

other users marked as hazards and start wondering why. The idea was that this would then lead to

discussion among the users and help train an entire group.

I thus started working on the system to create hazard zones instead of individual hazard

objects. We realized that the user must be able to select what they believe to be hazards quickly

and intuitively. Thus I gave the user the ability to, with the click of a button, create a sphere at

the point that the user’s laser pointer is hitting. The user resizes this sphere simply by moving the

laser pointer away from the point the user clicked on. This makes it easy and intuitive for users
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to create a zone that can encompass objects of various sizes and as many objects as they so

choose. I then made it possible to reposition and resize the sphere to correct and/or better place

their marker.

Throughout the development of this system, we imagined how the clinical staff would

use the application. In particular, we sought a way to invite discussion and collaboration between

users with our application, and we figured out that being able to see what the user’s colleagues

think are hazards is an important first step. Merely seeing something marked that a user missed

can invoke questions followed by conversations about hazards. To this end I made the system

able to save data on the hazard zones in the form of JSON which is stored on the Quest. When

the application is opened up again, all the zones created in previous sessions are recreated as they

were. Furthermore, I created a text display to appear in front of the user's view like a heads up

display (HUD) to show certain information. For instance, when a user points at a zone created in

a previous session, the text that appears shows which user created it and the date they did so.

This is how we show only the text that the user wants at any given time. A message will appear

when the user successfully saves the hazard zones they created or inform them that there is

nothing to be saved. I also gave the ability to delete all saved hazards, which has an

accompanying message.

Originally, the hazard zones were just semi-transparent red spheres. These are able to

show that something is hazardous, but it doesn’t tell as much information as it could. We decided

to use color to portray the severity level of the hazard. Thus I ended with using yellow for low

level, light orange for medium, dark orange for major, and red for critical hazards. However

there was yet more information we wished to display with these zones. Next I created a table of
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buttons. Each column consisted of a symbol indicating a certain type of hazard such as fire or

loud sound. Each row meanwhile indicated different severity levels using the same colors I used

previously. Figure 4 below shows an earlier version of this feature.

Figure 4: An early version of the hazard type and severity selection table. The sphere is

currently colored yellow for the lowest severity level.

3.2: Iteration 4 - Integrating Hazard Type

The way we displayed the selected hazard type went through a few iterations. At first I

had the selected hazard symbol, with the correct severity color, tiled across the sphere as seen in

Figure 5 below. However we decided that when multiple spheres were next to each other or

intersecting, it was hard to tell which zone was which. Thus I changed the type representation to

a single central hazard type icon that would rotate towards the player while the sphere had x’s to
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more easily define the sphere’s surface. It was much easier to tell different hazard zones apart

with this method. Unfortunately it also had the problem of the central icon often being partially

within, and thus obscured by, nearby geometry. The x’s on the sphere surface were also hard to

see in dimmer light. Finally I settled on having the type icon display in front of the sphere,

similar to the hazard type selection table, and have the sphere always rotate to face the user;

Figure 6 depicts this below. This version helps prevent the symbol from being obstructed. Thus

we obtained a way to convey some information regarding the hazard zone in a natural way. The

hazard type and severity is also among the hazard zone data, so the zones are still recreated

correctly in future sessions.

Figure 5: The iteration where the hazard zone icon representing the hazard type and

severity level are tiled across the sphere's surface. These spheres suffered from being hard to

distinguish from one another when bunched up.
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Figure 6: The latest iteration for the hazard zone spheres. The placement of the single

icon for each sphere makes them easier to distinguish from one another.

Another feature is the ability to load in and populate the room with models to represent

realistic hazard objects that weren’t in the original room scan. Thus it is easier to create a variety

of hazardous room setups without needing to populate a real operating room and scan it. I then

created the ability to add information to both standalone models and areas in the room scan

representing specific items. When the user points at this such an object, that information is

displayed on the user’s HUD. A couple of minor features I added include the ability to delete

hazard zones that the current user created to correct their own mistakes. They can also hide and

unhide hazards created by other users which allows them to mark their own hazards without

influence. When they’re done they can reveal the other hazards and see what other people

thought about.
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4. Results

Here I present a demonstration of the application as we might expect a real user to

interact with it. Figure 7 below is an example of how our operating room scan could be

populated with virtual models of hazards and then annotated by users. We also see the user

getting some information about the code cart that they’re pointing at. This is an example of how

certain objects in the room can be given annotations generated by the system as opposed to a

user. This can help clarify what the user is looking at and provide some information about the

item or how to handle it. In this case, we see that the code cart should never be obstructed. This

is because it contains emergency equipment such as the defibrillator.

Figure 7. The demo operating room with some other 3D models placed in as hazards.
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In Figure 8 below, the user is marking what they believe to be hazards. Currently they’re

marking a cart sitting right next to the patient as a hazard because this is where the surgeon

would be standing. Thus this cart would need to be moved to allow them to assess the patient.

They’ve also marked a cart with some equipment on it shoved into a corner of the room. You can

see its red icon peeking out on the left of the patient. This is bad because it’s hard to access that

equipment with the IV stand blocking the only path to it. Even worse, that cart is blocking a door

which is never acceptable.

Figure 8. The user is creating a hazard sphere in the area of the cart and the patient. There is also

another hazard to the left in the back of the room with the red symbol.

Figure 9 below depicts the room after the user has placed all of their hazard zones and

they’ve revealed the zones from previous users. Currently the user is pointing at one of the
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hazard zones created by a previous user. The current user sees some basic information such as

who created it and what type of hazard it represents. However there is also an example of a

description left by the person who created the zone explaining why they marked the object as a

hazard. In this case, they think the anesthesia machine that they marked could be distracting due

to the noises it can make. Closed loop communication is important among the perioperative team

to ensure a safe, successful operation.

Figure 9. An example of a hazard zone created by another user that has an explanation as to why

they marked the object as a hazard.

Figure 10 also shows zones from other users that neither mark things that the current user

marked nor have explanations. This can generate questions such as “why did X think this was a
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hazard” or “Why did Y rate this hazard as being so severe.” Such questions can in turn spark

discussion among the clinical staff using the application. They can learn from each other and

gain a consensus of what are problems. During this conversation, solutions to many of the

hazards they identified are also likely to come up; therefore the meeting serves to help everyone

involved learn about how to make their own work environments even safer.

Figure 10. An example of a hazard from another user that doesn’t have a description. The current

user didn’t think to mark this, so they may wonder why someone else did. This can become a

discussion topic.
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5. Conclusion

We created a prototype VR application for two purposes: training perioperative teams to

identify hazards in their work environment and to learn to what degree VR can affect one’s

retention and group collaboration. Through the iterative development of this prototype we’ve

learned about the problems and potential that our application has from the lack of quality on the

room scan to the usefulness of intuitively defining areas as hazardous. We now have an example

room that portrays what this application can be with a little more work. The ability to set up a

room in any number of combinations and the potential of sparking discussion between users

about their work environment are both enticing. The challenges we encountered keep us

informed as we continue to work towards the final application.

6. Future Work

A major feature we wish for the application to have is the ability for the user to provide a

description of the hazard zones they create. Currently we can only provide such descriptions via

Unity and not through the Quest. This feature would allow for more learning on the spot, and

users could learn a bit about their colleagues’ thought process while exploring the virtual room.

Furthermore, these can invite questions and deeper discussions with the people who made the

zones and annotations. Because pulling up a keyboard and typing out such descriptions in a

Quest would be rather tedious, we would instead look into other methods of creating these

annotations. One such idea was to have the user able to speak their description and have the

application type that out; this would be both fast and intuitive.
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Another major milestone would be having a user study for our application. This would

allow us to gain a tremendous amount of feedback as multiple clinical staff use the app. We will

work with unit leadership and frontline staff to gain participants for a short training session

without disrupting the clinical workflow. The Oculus Quest will be wireless and run the scene on

its own hardware. The participants will start by looking around the virtual room with a few

hazard zones already revealed and with annotations. This acts as an introduction and gives the

participants a sense of what they will be looking for in future sessions. Everyone will have

another 5 minute session afterwards in another room prepopulated with hazards. They will try to

find as many hazards as they can and mark them. After these 5 minutes the hazards marked by

previous users will be revealed. This is to spark conversation between the participants and get

them thinking more critically about their environment. After these sessions, everyone will meet

up either in person or virtually to discuss their findings. This will also allow the participants to

ask each other why they marked certain items as hazards. Through this the users can learn from

the different perspectives of their coworkers.
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